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a b s t r a c t 

This paper presents a 2-D numerical simulation of a freely bubbling fluidized bed with immersed sur- 

faces, using the Computational Particle Fluid Dynamics ( CPF D ) model implemented in the Barracuda 

commercial software. The heat transfer coefficients obtained are compared with an experimental study 

available in the open literature and numerical simulations based on the two-fluid model approach per- 

formed by other authors. Two different immersed surfaces, representing spherical and cylindrical geome- 

tries were studied. 

The simulations results show different heat transfer mechanisms, depending on the angular position in 

the two immersed surface geometries studied. The time average heat transfer coefficient around the 

whole heat transfer surface were 25 % and 38 % lower than the experimental study, for the cylindrical 

and spherical surfaces, respectively. These differences are lower than the results obtained with the two- 

fluid model approach reported in the open literature. The numerical results indicate that CPFD-Barracuda 

is able to properly simulate the heat transfer and the dynamics of the bed in defluidized regions, such 

as on the top of an immersed surface, where the two-fluid model fails and overpredicts the heat transfer 

rate. 

© 2021 Elsevier Ltd. All rights reserved. 
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. Introduction 

The use of technologies to enhance the efficiency of heat trans- 

er is essential in many engineering applications, such as indus- 

rial processes and energy production. One of the most widespread 

echnologies is gas-solid fluidized beds, based on the excellent 

ontact between gaseous and solid phases in the bubbling regime 

1–5] . Fluidized beds can be utilized for thermal energy storage 

 T ES), especially for thermochemical and concentrated solar energy 

pplications [6] . To extract heat from fluidized beds, immersed 

urfaces can be used, such as an internal heat exchanger within 

he bed, mainly utilized for heat recovery, where the recirculated 

olids are used for heat and power generation [7] . In those cases, 

eat transfer occurs between solid particles and gas, as well as be- 

ween both of these and the solid surface. Therefore, it is impor- 
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ant to achieve a high bed-to-surface heat transfer coefficient in 

hese technologies. 

Several experimental studies have focused on measuring the 

eat transfer rate between fluidized beds and immersed tubes [8–

2] , concluding that there is a certain tube diameter that mini- 

izes the heat transfer coefficient [11] . Izquierdo-Barrientos et al. 

13] experimentally measured the increase in the heat transfer 

oefficient when a granular material with phase change material 

 P CM) is used due to its high enthalpy change when the P CM

elts. Other works have studied the particle motion around tubes 

n fluidized [14–17] and moving beds [18–20] . They observed that 

he bubble motion around the tubes in fluidized beds influences 

he heat transfer coefficient. In moving beds, stagnant particle re- 

ions in the upper/lower part of the tubes reduce the heat transfer 

oefficient in these zones. 

To improve the accuracy of predicting the heat transfer coeffi- 

ient in a multiphase flow in fluidized beds with immersed sur- 

ace, it is important to understand the gas-particle hydrodynamics, 

nalysing the circulation and formation of bubbles in the region 

https://doi.org/10.1016/j.ijheatmasstransfer.2021.121621
http://www.ScienceDirect.com
http://www.elsevier.com/locate/hmt
http://crossmark.crossref.org/dialog/?doi=10.1016/j.ijheatmasstransfer.2021.121621&domain=pdf
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lose to the wall tubes, as well as the particles and bubble move- 

ents around tubes. In addition, one of the key aspects regarding 

he use of immersed tubes is to analyse the stagnant region and 

he void area at the tube, along with the residence time of the 

ranular material [21] . In this regard, experimental observation of 

he bubble behaviour is complicated [22] , making it more difficult 

o obtain accurate information, especially in the regions close to 

he tubes. Hence, the use of techniques such as numerical simula- 

ions is required, which leads to a better understanding of the gas 

nd the particle phase hydrodynamics, as well as predicting bubble 

ehaviour. 

A Computational Particle Fluid Dynamics ( CP F D ) model is an 

ulerian-Lagrangian method that allows to numerically simulate 

uidized bed behaviour in large geometries [23] . This method 

s based on the multiphase particle-in-cell ( MP − P IC) method. 

n CP F D , computational particles are defined, being formed by a 

roup of particles with the same properties, rather than for in- 

ividual particles as in discrete element models ( DEM) [24] . CP F D

lso presents higher accuracy than two-fluid models ( T F M) [25,26] , 

n which the results are greatly influenced by the grid size. 

There are a different works in the literature that numerically 

tudied the heat transfer process from immersed surfaces in flu- 

dized beds, either based on DEM [27–31] or T F M [22,32–35] . Dong 

t al. [22] studied the effect of tube shape on the hydrodynamics 

nd tube-to-bed heat transfer in fluidized beds using T F M in a 2- 

 geometry. They analysed two heated surfaces with the shape of 

 cylinder and a sphere, which were represented as a square and 

 circle in a 2-D model, respectively. It was found that the square 

nfluenced the hydrodynamics more than the circle, which delayed 

he onset of bed fluidization. They reported that for the heated 

ylindrical surface, the low velocity zone was larger than that for 

he heated spherical surface. Moreover, the tube avoided fluidized 

ow structure development in the region at the upstream, decreas- 

ng the bed efficiency. Around the tube sides, velocity increased 

ecause gas and particles attempted to avoid the tube structure. 

hey also concluded that the results of the numerical model might 

e improved using models that consider the porosity between the 

acked particles around a tube. Fattahi et al. [34] performed a nu- 

erical simulation of the heat transfer coefficient around different 

mmersed bodies in a fluidized bed, using T F M in an axisymmet- 

ic 2-D Cartesian model. They analysed two cases, using cylindrical 

nd spherical immersed bodies. They reported that the heat trans- 

er coefficient in a bubbling fluidized bed for the spherical body 

as higher than the cylindrical body. They also found that the par- 

icles moved more easily around the spherical surface, with bet- 

er contact with the surface when compared with the cylindrical 

urface. Zhang and Wei [36] performed a 3-D CP F D simulation of 

ed-to-wall heat transfer between an immersed vertical tube and a 

as-solid bubbling fluidized bed. They found heterogeneity in the 

istribution of the heat transfer coefficient around the tube sur- 

ace, and reported that the simulated values of the heat transfer 

oefficient were smaller than the experimental ones, due to the 

efault heat transfer coefficient correlation for the dense phase in- 

luded in the CP F D software used [37] . 

Few of the aforementioned studies analysed the heat transfer 

rocess and flow pattern in a fluidized bed with an immersed sur- 

ace using CP F D based on the MP − P IC method. The aim of this

aper is to show a detailed hydrodynamic and heat transfer anal- 

sis of the granular flow field in a fluidized bed with a spherical 

nd a cylindrical immersed surface using Barracuda Virtual Reactor 

v. 17.4.1), which implements the MP − P IC method. The numerical 

esults are compared with the experimental study performed by 

i Natale et al. [38] . Moreover, the CP F D results of the time average

eat transfer coefficient are compared with the results obtained by 

ong et al. [22] and Fattahi et al. [34] , who simulated the same ge-

metries with T F M, to analyse the influence of the surface geom- 
2 
try on the heat transferred. This comparison will show large dis- 

repancies between both numerical approaches in the heat transfer 

oefficient in defluidized zones, at the top of the heated surfaces, 

s it is explained in the paper, which has not been previously re- 

orted. The main results focus on explaining the gas-particle hy- 

rodynamics and to predict the bubble behaviour, with particular 

ttention to the particle velocity at the tube surface and the gran- 

lar flow field, as well as the bed-to-wall heat transfer, analysing 

he local heat transfer distribution along the surface. 

. Numerical model and governing equations 

The continuity and momentum equations of the MP − P IC for 

he gas phase without interphase mass transfer are shown in 

quations (1) and (2) ) [39,40] , respectively: 

∂ 
(
θ f ρ f 

)
∂t 

+ ∇ ·
(
θ f ρ f � u f 

)
= 0 (1) 

here θ f is the fluid volume fraction, ρ f is the fluid density, u f is 

he gas velocity 

∂ 
(
θ f ρ f � u f 

)
∂t 

+ ∇ ·
(
θ f ρ f � u f � u f 

)
= −∇p − �

 F + θ f ρ f � g + ∇ ·
(
θ f τ f 

)
(2) 

here p is the fluid pressure, � F is the momentum exchange rate 

er volume between gas and particles, g is the gravity acceleration, 

f is the fluid stress tensor 

The variable � F is computed as follows ( Equation (3) ): 

 

 = 

∫ ∫ ∫ 
f 

{
V p ρp 

[
D p 

(
�
 u f − �

 u p 
)

− 1 

ρp 
∇p 

]
+ 

�
 u p 

dm p 

dt 

}
d V p d ρp d � u p d T p 

(3) 

here f is the particle probability distribution function, V p is the par- 

icle volume, ρp is the particle density, D p is the drag function, u p is 

he particle velocity, m p is the particle mass, and T p is the particle 

emperature 

According to [41] , the dynamics of the particle phase is de- 

cribed with f , which is the function for the particle position, par- 

icle velocity, particle volume, particle density and time. The Liou- 

ille equation for the particle position without a collision model is 

escribed as follows [42] : 

∂ f 

∂t 
+ ∇ · ( f � u p ) + ∇ 

�
 u p ·

(
f 

d � u p 

dt 

)
= 0 (4) 

The air density is computed using the ideal gas equation of 

tate: 

p = ρ f R g T (5) 

here R g is the gas constant and T the absolute temperature. 

The change in velocity of particle with time: 

d � u p 

dt 
= D p 

(
�
 u f − �

 u p 

)
− 1 

ρp 
∇ p − 1 

θp ρp 
∇ τp + 

�
 g (6) 

here θp is particle volume fraction ( P V F ), and τp is the particle

ormal stress 

The particle normal stress ( τp ) is computed as follows [40] : 

p = 

P s θ
β
p 

max [ ( θcp − θp ) , ε ( 1 − θp ) ] 
(7) 

here P s is the pressure constant, β is a constant, θcp is particle 

olume fraction at close packing, and ε is a constant. 
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The fluid-phase energy equation obtained from the fluid total 

nergy equation [43,44] is shown in Equation (8) . 

∂ 

∂t 

(
θ f ρ f h f e 

)
+ ∇ ·

(
θ f ρ f h f e � u f 

)
= θ f 

(
∂ p 

∂t 
+ 

�
 u f · ∇p 

)

+� − ∇ · (θ f � q ) + 

˙ Q + 

˙ q D + S h (8) 

here h f e is the fluid enthalpy, � is the viscous dissipation, � q is 

he fluid heat flux, ˙ Q is an energy source per volume, ˙ q D is the 

nthalpy diffusion term associated with chemical reactions, and S h 
s the conservative energy exchange from the particle phase to the 

uid phase. In the present study, the viscous dissipation term ( �) 

s neglected and there is no energy source or chemical reactions. 

Parameters � q and S h are computed as follows: 

  = −k f ∇T f (9) 

here k f is the fluid thermal conductivity, and T f is the fluid tem- 

erature. 

The conservative energy exchange from the particle phase to 

he fluid phase is calculated as follows: 

 h = 

∫ ∫ ∫ 
f 

{
m p 

[
D p ( � u p − �

 u f ) 
2 − Cp p 

dT p 

dt 

]

−dm p 

dt 

[ 
h pe + 

1 

2 

( � u p − �
 u f ) 

2 
] }

d m p d � u p d T p (10) 

here h pe is the particle enthalpy. 

The particle energy equation is expressed as follows: 

p p 
dT p 

dt 
= 

1 

m p 

k f Nu f 

d p 
A p (T f − T p ) (11) 

here Nu f 
is the Nusselt number for heat transfer in the fluid to 

he particle, d p is the particle diameter, A p is the projected area of 

he particle. 

In Equation (11) , the heat transfer between individual particles 

ithin a cloud of particles is not considered because the temper- 

ture differences between particles in the same cloud are not sig- 

ificant on account of the local temperature uniformity of particles 

hat is achieved in fluidized beds. In addition, any heat released 

ue to surface reactions is incorporated in the fluid-phase energy 

quation. With regard to the energy exchange between clouds, in 

he numerical model, it is taken into account indirectly with the 

eat transfer between gas and clouds. Therefore, if there are two 

djacent clouds at different temperatures, the hot cloud transfers 

nergy to the fluid phase and then the fluid exchanges energy with 

he colder adjacent cloud. This heat transfer is governed by the 

uid-to-particle heat transfer coefficient ( h f p , Equation (24) ), that 

s explained later. 

.1. Drag model 

With regard to the drag model, the drag force exerted on the 

article ( F p ), used in Equation (3) depends on the fluid conditions, 

n the gas-particle drag coefficient and on the Reynolds number 

nd can be computed as follows: 

�
 

 p = m p D p | � u f − �
 u p | (12) 

Several models are proposed to compute the drag force on solid 

articles. In the present study, Wen-Yu drag model [45] was used, 

hich is expressed as follows: 

 p = 0 . 75 C d 
ρ f | � u f − �

 u p | 
ρp d p 

(13) 

nd 

 d = 

24 

Re 
θ−2 . 65 

f 
f or Re < 0 . 5 (14) 
fi

3 
 d = 

24 

Re 
(1 + 0 . 15 Re 0 . 687 ) θ−2 . 65 

f 
f or 0 . 5 ≤ Re ≤ 10 0 0 (15)

 d = 0 . 44 θ−2 . 65 
f 

f or Re > 10 0 0 (16) 

here C d is the gas-particle drag coefficient and Re is the Reynolds 

umber 

The Reynolds number is defined as: 

e = 

ρ f | � u f − �
 u p | d p 

μ f 

(17) 

here μ f is the dynamic viscosity of the fluid. 

.2. Heat transfer coefficients 

Software Barracuda defines the local fluid-to-wall heat transfer 

oefficient ( h w 

)( Equation (18) ) comprising two components [46] , 

he heat transfer coefficient of the gas ( h f )( Equation (20) ) and

he heat transfer coefficient of the particles ( h p )( Equation (21) ), 

eighted by a function of the particle volume fraction at the wall 

 f p ). In the numerical model, the heat transfer from the walls to 

he particles is carried out through the fluid phase, i.e. the wall 

ransfers energy to the fluid phase, which can then transfer energy 

o the particles. Note that there are no terms containing the wall 

emperature in the particle energy equation Equation (11) , which 

s explained because the heat transfer from the wall to the gas is 

overned by the heat transfer coefficient h w 

( Equation (18) ), that is 

ccounted for as a source term in the fluid-phase energy equation, 

ithin the term 

˙ Q of Equation (8) 

 w 

= h f + f p h p (18) 

f p = 1 − e −10 (θp /θcp ) (19) 

 f = (c 0 Re n 1 L P r n 2 + c 1 ) 
k f 

L 
+ c 2 (20) 

 p = (c 3 Re n 3 p ) 
k f 

d p 
(21) 

In Equations (18) - (21) L is the cell length, c 0 , c 1 , c 2 , c 3 , n 1 , n 2 

nd n 3 are input model parameters. In this work, c 0 , c 1 , c 2 and 

 3 
had a value of 0.46, 3.66, 0 W/ (m 

2 K) and 0.525, respectively; 

 1 
, n 2 and n 3 presented a value of 0.5, 0.33 and 0.75, respectively. 

hese values correspond with the correlations proposed by Leva 

nd Grummer [37] and Douglas and Churchill [47] , as discussed 

n Yang [46] . These coefficients are the default values proposed by 

he CP F D software. The Reynolds numbers in Equations (20) and 

21) are defined as follows: 

e L = 

ρ f u f L 

μ
(22) 

e p = 

ρ f u f d p 

μ
(23) 

here u f is the local fluid velocity and it is directly computed from 

PFD-Barracuda. 

Heat transfer between the fluid phase and the particle phase 

s modelled by the fluid-to-particle heat transfer coefficient ( h f p ), 

efined as follows: 

 f p = (c 4 Re n 4 P r 0 . 33 + c 5 ) 
k f 

d p 
+ c 6 (24) 

here c 4 , c 5 and c 6 and n 4 are input coefficients with the default 

alues of 0.37, 0.1, 0 W/ (m 

2 K) and 0.6, respectively, which properly 

t the experimental data of [48] . 
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Fig. 1. 3-D geometry of the experiments carried out by Di Natale et al. [38] for the 

spherical and the cylindrical surfaces (a) and the equivalent 2-D schematic model 

used in the numerical simulations (b). 
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In this study, to describe the heat transfer behaviour, a time av- 

rage heat transfer coefficient ( HT C m 

) and an average heat transfer 

oefficient ( HT C m 

) have been defined as follows: 

T C m 

= 

1 

t 

∫ t 

0 

HT C m 

d t (25) 

here 

T C m 

= 

1 

A s 

∫ 
A s 

h w 

d A s (26) 

here A s is the immersed surface area. 

.3. Model setup 

The geometrical and physical parameters used in the numerical 

imulations were similar to those in the experimental study per- 

ormed by Di Natale et al. [38] . In their study, the authors anal-

sed the effect of different surface shapes immersed into the flu- 

dized bed on the heat transfer rate. The height ( H) of the reactor 

as 1800 mm with an initial bed height ( H bed ) of 600 mm. Of the

ossible geometries, they used a spherical probe (28 mm diam- 

ter), and a vertical cylinder (30 mm diameter and 30 mm side 

ength), located at a height of 300 mm above the gas distributor. 

ig. 1 (a) shows a scheme of the geometry used in the experiments 

y Di Natale et al. [38] . 
4 
In the present study, the computational domain was a rectangu- 

ar numerical model with each probe immersed into the fluidized 

ed as shown in Fig. 1 (b). In this case, to reduce the computational

ost, the height of the reactor used was 1200 mm, with a width 

f 100 mm at the inlet. A scaled thickness (15 mm) was imple- 

ented in the model, so the cases were actually approximated to 

 2-D model. Moreover, the spherical probe and the vertical cylin- 

er were modelled as a circle (28 mm diameter) and a square (30 

m side), respectively, as performed by Dong et al. [22] . Although 

he experimental facility was 3-D, the numerical model was se- 

ected 2-D as a first approximation it permits to visualize more 

learly the differences in the flow and in the heat transfer coef- 

cient related to the different geometries (spherical and cylindri- 

al) and also to quantitative compare with the results obtained by 

ther researchers [22,34] with the same 2-D geometry using the 

 F M approach. 

In the present study, two different mesh sizes (Grid 1 and 

rid 2) were analysed, as shown in Fig. 2 . Grid 1 consisted of 

n uniform mesh in all directions, with a quadrangular cell size 

f 2 . 8 × 10 −3 m, resulting in 74,0 0 0 cells in both geometries. Grid

 consisted of 138,0 0 0 (spherical shape) and 135,0 0 0 (cylindrical 

hape) cells, with a refined mesh in the region close to the im- 

ersed surface. This resulted in a general quadrangular domain, 

here the largest quadrangular cells had a size of 2 . 8 × 10 −3 m

nd the smallest ones of 1 . 4 × 10 −3 m. A few cells (i.e. 5) were de-

ned along the bed thickness direction in both grids. Information 

bout the grids used is shown in Table 1 . 

The main parameters for the numerical simulation are de- 

ned in Table 2 . The fluidizing material used for the bed was 

lass beads, with a uniform diameter (0.5 mm) and initial parti- 

le volume fraction at close packing ( θcp ) of 0.6, real density of 

540 kg/m 

3 and sphericity ( 	p ) of 1. To fluidize the bed, compress- 

ble air enters the domain through the bottom inlet of the bed, 

onsidering an isothermal flow temperature of 293 K and pressure 

nlet of 1030 0 0 Pa. A uniform superficial gas velocity of 0 . 3 m/s

as defined, about 1.4 times the minimum fluidization velocity 

 u m f )(fully bubbling fluidized bed), which was obtained by pres- 

ure drop measures and visual observations, according to Di Na- 

ale et al. [38] . Air leaves the bed through the top outlet, which is

onnected to the exterior air at atmospheric conditions ( 20 ◦C and 

0 0 0 0 0 Pa). For the gas, a non-slip condition was defined at the

mmersed surface and lateral walls. The bed walls were defined as 

diabatic, and the walls of the immersed surfaces had a constant 

emperature (373 K). 

The particle to wall interaction was defined with the default 

alues parameters for normal to wall momentum retention (0.85) 

nd tangent to wall momentum retention (0.85), whose values cor- 

espond to hard particle material [49] as well as the diffuse bounce 

5), which defines that particles will have a scattered angle distri- 

ution after hitting the wall [3] . The retention or restitution coef- 

cients represent the fraction of the particle momentum (normal- 

r tangent-to-wall) that is retained after a collision with the wall. 

o compute particle to particle interaction, the values for the con- 

tants P s (1), ε ( 10 −8 ) and β (3) ( Equation (7) ) were set to the de-

ault [2,50] . 

The numerical setup and conditions are similar to those pro- 

osed by Dong et al. [22] and Fattahi et al. [34] ,who used a T F M

n the same geometry. The initial and boundary conditions of both 

tudies are shown in Table 3 . The wall surface constant tempera- 

ure of 373 K is the same thermal condition defined by Dong et al. 

22] and Fattahi et al. [34] . 

The simulation time was 60 seconds, which was determined to 

e long enough to reach a stable value of the heat transfer co- 

fficient around the two surfaces analysed. Longer times do not 

hange the time average value and only increase the computational 

ime. The time-averaged values during t = 5 s up to t = 60 s were
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Fig. 2. Grids of the fluidized bed studied for the spherical and cylindrical surfaces. 

Table 1 

Cell and computational parameters for the studied cases 

T ube Grid 
t [s] N comput. parcels N comput. particles N cells N comput. particles in each parcel Computational time [s] 

Spherical Grid 1 10 −4 1 . 358 × 10 6 8 . 147 × 10 6 74,060 5.99 4 . 139 × 10 5 

Spherical Grid 2 10 −4 2 . 758 × 10 6 8 . 155 × 10 6 138,230 2.95 9 . 447 × 10 5 

Cylindrical Grid 1 10 −4 1 . 365 × 10 6 8 . 127 × 10 6 74,450 5.99 4 . 438 × 10 5 

Cylindrical Grid 2 10 −4 2 . 752 × 10 6 8 . 115 × 10 6 134,880 2.95 9 . 465 × 10 5 

Table 2 

Initial and boundary conditions for the numerical simulation. 

Particle type Glass beads 

Particle diameter ( d p , mm ) 0.5 

Particle temperature ( T p , K) 293 

Particle density ( ρp , kg m 

−3 ) 2540 

Particle specific heat ( Cp p , J kg −1 K −1 ) 765 

Particle thermal conductivity ( k p , W m 

−1 K −1 ) 0.9 

Initial particle volume fraction at close packing ( θcp ) 0.6 

Particle sphericity ( 	p ) 1 

Inlet Gas velocity ( u f , m s −1 ) 0.3 

Fluid temperature ( T f , K) 293 

Outlet Pressure outlet ( P out , Pa ) 100000 

Walls Wall bed temperature ( T wb , K) Adiabatic 

Wall immersed surface constant temperature ( T s , K) 373 

Non-slip for gas 

Particle to wall interaction: 

Normal-to-wall retention coefficient 0.85 

Tangent-to-wall retention coefficient 0.85 

Diffuse bounce 5 

5 
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Table 3 

Initial and boundary conditions of T F M model 

Dong et al. [22] Fattahi et al. [34] 

Height( H, mm ) 1200 1200 

Width( W, mm ) 100 100 

Initial bed height( H bed , mm ) 600 600 

Particle diameter ( d p , mm ) 0.5 0.5 

Particle density ( ρp , kg m 

−3 ) 2540 2540 

Fluid density ( ρ f , kg m 

−3 ) 1.225 1.225 

Particle temperature ( T p , K) 293 293 

Fluid temperature ( T f , K) 293 293 

Particle specific heat ( Cp p , J kg −1 K −1 ) 765 765 

Fluid specific heat ( Cp f , J kg −1 K −1 ) 994 994 

Particle thermal conductivity ( k p , W m 

−1 K −1 ) 0.9 0.9 

Fluid thermal conductivity ( k f , W m 

−1 K −1 ) 0.0252 0.0252 

Inlet velocity ( u f , m s −1 ) 0.3 0.45 

Wall immersed surface constant temperature ( T s , K) 373 373 

Particle-particle restitution coefficient ( e s , −) 0.9 0.9 

Wall to particle restitution coefficient ( e w , −) 0.9 0.9 

Initial particle volume fraction at close packing ( θcp ) 0.6 0.6 

Particle sphericity ( 	p ) 1 1 

Inlet Velocity inlet Velocity inlet 

Outlet Pressure outlet Pressure outlet 

Walls Adiabatic. No slip for gas and solids phases Adiabatic. No slip for gas and solids phases 

Table 4 

Time average heat transfer coefficient at each case and grid. 

T ube Grid

Experimental HT C m 
[ W/m 

2 K] [38] 

Simul ated HT C m compl ete sur face 

[ W/m 

2 K] 

Simulated HT C m without complete sur face 

[ W/m 

2 K] 

Simulated HT C m 
[ W/m 

2 K] [22] 

Simulated HT C m 
[ W/m 

2 K] [34] 

Spherical Grid 1 260 137.15 158.77 380 546 / 620 

Spherical Grid 2 260 138.77 158.67 380 546 / 620 

Cylindrical Grid 1 200 135.93 152.75 401 470 / 590 

Cylindrical Grid 2 200 136.21 149.20 401 470 / 590 
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onsidered to obtain mean values parameters, as the first 5 sec- 

nds were discarded to eliminate the large transient start-up ef- 

ects from the time-averaged results of the bed. Results did not 

ppreciably changed for longer averaging-times and were consid- 

red insensitive to the transient start-up of the fluidized bed. A 

ime step of 10 −4 s was used for the time period of 60 s. The sim-

lation model was performed on a 2.1 GHz computer with CPU 

S-2620 v4 and 32 GB RAM. 

. Results and discussion 

.1. Grid analysis 

To maintain a compromise between stability, accuracy, and 

peed of the calculation, the CPFD-Barracuda software recom- 

ends a Courant-Friedrichs-Lewy ( CF L ) number of between 0.8 

nd 1.5. If the CF L during the simulations reaches a value higher 

han 1.5, CPFD-Barracuda automatically reduces the time step for 

etting CF L = 0.8. In all cases, CF L ranged from 0.2 to 1.5, where

n some periods CF L was maintained below 1.5 and in other peri- 

ds it was not modified by the software because it was below 1.5. 

onsidering Grid 1, CF L ranged from 0.2 to 0.6, for the spherical 

robe, and 0.2 to 1, for the cylindrical probe. For Grid 2, in both 

ases, CF L ranged from 0.2 to 1.5, where in some periods CF L was

aintained below 1.5 and in other periods it was not modified by 

he software because it was below 1.5. 

In addition, to select the grid size used to analyse the flow 

ehaviour, the simulated results of the HT C m 

were compared 

o the experimental results obtained by Di Natale et al. [38] . 

able 4 shows the results obtained with the two proposed grids 

or the spherical and the cylindrical surfaces. In the present study, 

he simulated HT C m 

along the complete spherical and cylindri- 

al surface was highly similar in the four analysed grids, report- 
6 
ng values close to 140 W/m 

2 K. In the experimental study car- 

ied out by Di Natale et al. [38] these values were HT C m 

= 260 

/m 

2 K(spherical) and HT C m 

= 200 W/m 

2 K(cylindrical). To com- 

are these values, it should be noted that in Di Natale et al. [38] ,

ot all the surface of the probe is considered, because a cylindrical 

eater cartridge is placed at the top of the surface. So, to compute 

he simulated HT C m 

, values located in that region were not consid- 

red. Hence, the numerical simulations reported somewhat similar 

alues for all the proposed grids, but slightly higher for the spher- 

cal surface than for the cylindrical one. Comparing these results 

ith the ones obtained in other studies based on T F M of the same 

xperimental setup, some differences should be highlighted. Dong 

t al. [22] , performing a 2-D numerical simulation, for a 10 s sim- 

lation time, reported a simulated HT C m 

for the cylindrical (401 

/m 

2 K) surface higher than the spherical one (380 W/m 

2 K), which 

verpredicted the HT C m 

. The authors reported that it was related 

o the effective thermal conductivity correlations when using the 

ctual gas volume fraction, where they used a porosity model to 

ake into account the gas pockets between the particles because a 

orrelation did not exist for a submerged surface due to the un- 

redictable bubble hydrodynamics. Fattahi et al. [34] also analysed 

he same experimental geometry with T F M but with an inlet con- 

tant velocity (0.45 m/s) slightly higher than the one used in the 

resent study. The authors reported the influence of the numeri- 

al model geometry where they used two models for the spherical 

nd the cylindrical surfaces, a 2-D Cartesian model and an axisym- 

etric model. Considering a isothermal boundary condition of 373 

, the authors reported overpredicted values for HT C m 

in compar- 

son to the experimental values of Di Natale et al. [38] , obtaining 

T C m 

of 546 W/m 

2 K (spherical surface) and 470 W/m 

2 K (cylindri- 

al surface), using a 2-D Cartesian model and 620 W/m 

2 K and 590 

/m 

2 K, respectively, with an axisymmetric model. They explained 

uch differences might be improved by modifying the size of the 
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Fig. 3. Particle volume fraction during the fluidization process for the spherical and 

cylindrical surfaces. 
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rid near the wall. In their study, the authors also reported that no 

ifferences were obtained for the hydrodynamics of the bubbling 

uidized bed and the main differences were obtained to predict 

T C m 

, while the use of the axisymmetric model reported better 

umerical HT C m 

than the 2-D model, because it takes into account 

he correct spherical and cylindrical surfaces. 

The results obtained for the two grids analysed are highly sim- 

lar in both surfaces. Grid 2 was selected to better explain the hy- 

rodynamics and heat transfer for the analysed cases. Although the 

omputational time to simulate 60 s of the real operation was 5 

nd 9 days with Grid 1 and Grid 2, respectively, we considered it 

ot to be a significant reduction of the computing time, and the 

efined grid might help obtain more accurate results. This is re- 

ated to better capturing the flow behaviour in the regions close to 

he wall surface. This was also reported by Liang et al. [2] , when

alidating a CP F D model in bubbling fluidized beds, indicating that 

niform mesh might not be small enough to capture the wall ef- 

ect on local hydrodynamics. They also improved their numerical 

esults using near-wall mesh refinement, especially for the mean 

article velocity and the particle volume fraction. 

.2. Hydrodynamics and heat transfer 

To analyse the flow pattern along the bed, the particle volume 

raction ( P V F ) over approximately 2 seconds is shown in Fig. 3 ,

here the bubbling formation during the fluidization process is 

hown. The bed bubbles move upwards, and large bubbles are 
7 
ormed moving around the spherical and the cylindrical probe sur- 

aces, resulting in an asymmetric and oscillatory particle behaviour, 

s well as the expansion of particles at the bed surface due to the 

ubble eruption, notably observed at t = 10.1 s, t = 10.3 s, t = 11.1

 and t = 11.3 s, for the spherical surface and at t = 10.5 s, t =
0.7 s and t = 11.3 s for the cylindrical surface. It is worth not-

ng that the bubbles detach faster from the spherical surface than 

rom the cylindrical one, which makes it more difficult for the air 

o move. Moreover, observing the height of the bed, it can be seen 

hat the bubbles move faster at the spherical surface, showing the 

nfluence of the surface shape on the bubble formation. These find- 

ngs were also reported by Dong et al. [22] . In any event, the P V F 

ontours did not show great differences for either the spherical or 

he cylindrical surfaces, as indicated by Fattahi et al. [34] . 

Figs. 4 and 5 show, in blue lines, the instantaneous heat transfer 

oefficient, particle volume fraction and particle velocity at differ- 

nt angular positions: on the right ( ω = 0 ◦), on the top ( ω = 90 ◦)

nd on the bottom ( ω = 270 ◦) of the tube, for the spherical and

he cylindrical surfaces, respectively. The red line in these figures 

hows the centred moving mean every one second of simulation. 

he differences in the HT C are clearly observed, depending on the 

ngular position of the tube. On the top of the tube ( ω = 90 ◦),

here are almost no variations in the P V F and in the particle ve-

ocity, which are approximately constant and equal to P V F ≈ 0 . 6 

nd | � u p | ≈ 0 . The HT C is low because in this region of the tube

here is no renovation of the particles, which remain at rest in the 

ube. At the beginning of the simulation (for t ≤ 20 s) the HT C is 

igher because the static particles are cold and the heat is trans- 

erred by conduction. At the beginning, the temperature gradient 

s high, but this gradient decreases as the particles are heated, and 

onsequently the HT C decreases. The HT C at ω = 0 ◦ and 270 ◦ is 

imilar in value, although at 270 ◦ there appear to be more fluc- 

uations in this coefficient. The P V F at ω = 270 ◦ is lower than at

 = 0 ◦ in both cases. This suggests that the particle-bubble hydro- 

ynamics around the tube, which controls the heat transfer rate, 

s different depending on the angular position. At one side of the 

ube ( ω = 0 ◦) a chain of bubbles is continuously passing, moving

roups of compacted particles between bubbles with high veloci- 

ies. These groups of high velocity particles are continuously being 

emoved from the tube surface, assuring a good heat transfer dis- 

ipation in this zone. On the bottom of the surface ( ω = 270 ◦), the

ow particle velocities suggest that bubbles deviate from this re- 

ion to the tube side and only some less compact particles from 

he wake of the bubble enter into contact with the bottom of the 

ube. Regarding the P V F distribution, this tendency was similar to 

he results reported by Dong et al. [22] , although they only showed 

he results at 5, 6 and 7 seconds of the simulation time. 

Figs. 6 and 7 show a detail of Figs. 4 and 5 over 1.5 seconds

between 10.1 and 11.6 s) for the spherical and the cylindrical sur- 

aces, respectively. Fig. 6 (a) shows that in the case of the sphere 

ith ω = 0 ◦, 3 periods (from 1 to 3) can be distinguished in which

 V F ≈ 0 . 6 and u p ≈ 0 m/s. In these periods, the HT C remains ap-

roximately constant with a value of 180 W / 
(
m 

2 K 

)
. These values 

ndicate that the dense phase is in contact with the heat trans- 

er surface and the particles moves slowly. Between these periods, 

he bubble action makes the P V F decrease and the particle ve- 

ocity augment, with the HT C increasing at certain times. At the 

op of the surface ( ω = 90 ◦), the P V F remains constant and equal

o 0.6 while the particle velocity is null, except in periods 4 and 

, in which a small variation of u p produces a small increase in 

he HT C. Nevertheless, the value of the HT C is very low across 

he whole period. When ω = 270 ◦ (at the bottom of the surface), 

he behaviour is entirely different to ω = 0 ◦. Fig. 6 (c) indicates

ix periods (numbers 6 to 11) where P V F ≈ u p ≈ 0 . These values

uggest that the bottom of the surface is mainly in contact with 

article-free gas bubbles. At the end of each period, a peak appears 
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Fig. 4. Heat transfer coefficient ( HT C), Particle volume fraction ( PV F ) and Particle velocity ( | � u p | ) at different angular positions for the spherical surface. The blue line shows 

the raw data and the red line the moving average value every one second. 
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n the HT C related to cold particles entering into contact with 

his region of the surface, likely due to the action of ascending 

ubbles. 

Fig. 7 for the cylindrical surface shows similar results to 

ig. 6 for the sphere. These data indicate that the heat transfer 

echanism differs depending on the angular position on the sur- 

ace. The side of the surface is mainly surrounded by particles in 

he dense phase that moves slowly, while the bottom is in contact 

ith particle-free gas bubbles. When a bubble travels around the 

eat transfer surface, the HT C augments instantaneously. At the 

op of the surface, the HT C remains low without significant vari- 

tions because there are no bubbles in this zone. 

These results help explain the values of the heat transfer coef- 

cient ( HT C) obtained at the wall in both surfaces. As the particles

n the top of the tube are stagnant and are not removed by bub- 

les, their temperature notably increases. In consequence, the heat 
8 
ransfer in that region is notably reduced because there is no ren- 

vation of the hot particles by new cold ones that absorb energy 

rom the hot tube. 

To properly understand the relationship between the particle 

olume fraction and velocity and the heat transfer coefficient, 

ig. 8 and 9 show the normalized power spectral density ( P SD ) for

he heat transfer coefficient HT C, particle volume fraction ( P V F ) 

nd particle velocity | � u p | at different angular positions around 

he spherical and the cylindrical surfaces, respectively. The P SD 

as computed according to the methodology proposed by Acosta- 

borra et al. [51] . The PSD were obtained with the average spec- 

rum from eight consecutive sections of the signal with 50 % over- 

apping and a Hamming window to smooth the signal at the sec- 

ion endpoints. In Fig. 8 , it is clearly observed that at ω = 90 ◦, on

he top of the tube, there are no fluctuations of the heat trans- 

er coefficient, although there are some variations of the P V F and 
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Fig. 5. Heat transfer coefficient ( HT C), Particle volume fraction ( PV F ) and Particle velocity ( | � u p | ) at different angular positions for the cylindrical surface. The blue line shows 

the raw data and the red line the moving average value every one second. 
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  p . Nevertheless, these variations are very small, as is shown in 

ig. 4 . The difference between the highest HT C value ( 0 ◦) and

he lowest one ( 90 ◦) can be noted; this occurs with a transition

t 45 ◦ in which the P SD of the P V F is changing. In contrast, at

oth sides of the tube ( ω = 0 ◦ and ω = 180 ◦) the P SD of HT C, P V F 

nd | � u p | are very similar at a dominant frequency of around 2- 

 Hz, which is the bubble passing frequency at these points. As 

he bubbles pass, they move the heated particles on the surface 

nd are replaced by new cold particles. This is the main mecha- 

ism for heat transfer at both sides of the tube. It should be noted 

hat at ω = 45 ◦ and ω = 135 ◦, the P V F distribution is not sym-

etrical, which is related to a chaotic movement of bubbles. This 

ight be improved by increasing the simulation time, although 

his would increase the computational cost. Finally, in the bottom 

egion ( 225 ◦ ≤ ω ≤ 315 ◦), there are many more peaks of HT C for

igher frequencies ( f � 5 Hz), which are not observed at the sides
9 
f the tube ( ω = 0 ◦ and 180 ◦). This, together with the low value

f the P V F in this zone of the tube (see Figure 4), suggests a dif-

erent heat transfer process in the bottom of the bed. Bubbles as- 

ending through the bed likely drag some particles in their wake, 

hich enter into contact with the bottom of the tube when the 

ubbles deviates to one side of the tube. This group of particles 

s less compact and moves at a lower velocity than the particles at 

he side of the tube. Note that the mean values of the P V F and | � u p |
 Figs. 4 (b) and 4 (c)) for the data at ω = 0 ◦ are 0.40 and 0.084 m/s,

hile at the bottom of the tube ( ω = 270 ◦) they are 0.14 and

.054 m/s, respectively. In spite of these differences in the P V F and 

article velocity, the averages in the time heat transfer coefficients 

re quite similar: 167 . 14 W / ( m 

2 K ) and 146 . 73 W / ( m 

2 K ) at ω = 0 ◦

nd 270 ◦, respectively. This could be related to the higher air ve- 

ocity at the bottom of the bed, which could increase the fraction 

f the HT C related to the gas phase ( h f ), although the fraction re-
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Fig. 6. Heat transfer coefficient ( HT C), Particle volume fraction ( PV F ) and Particle velocity ( | � u p | ) at different angular positions for the spherical surface. 
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ated to the motion of particles is reduced, i.e: 

 f,ω=0 ◦ < h f,ω=270 ◦ and h p,ω=0 ◦ > h p,ω=270 ◦ (27) 

Fig. 9 shows the same data for the cylindrical surface at the 

entre of the four sides of the surface. At the sides of the geome-

ry ( ω = 0 ◦ and 180 ◦) the results are similar and there is almost

o difference between the three spectra: HT C, P V F and | � u p | show

ominant peaks at frequencies around 2-3 Hz and the intensity of 

he peaks are progressively reduced for higher frequencies. At the 

op of the surface ( ω = 90 ◦), there is no variation in the HT C, as

he particles are at rest, as is observed in Fig. 5 . Finally, at the bot-

om ( ω = 270 ◦), there are higher peaks in the spectra at higher

requencies, compared to the cases at ω = 0 ◦ and 180 ◦. These 
10 
igher frequencies are related to the impact of particles dragged 

y the bubbles continuously in contact with the bottom region of 

he bed. As in the case of the spherical geometry, the particle ve- 

ocity and the P V F in this region are lower than at the sides of the

eometry. 

Fig. 10 and Table 5 , show the average time values of 

he heat transfer coefficient ( HT C ω ), particle volume fraction 

 P V F ω )( Equation (28) ) and particle velocity at different angular po- 

itions in the bed for the spherical and the cylindrical surfaces, re- 

pectively. For the spherical surface, it can be observed that the 

 V F ω is approximately symmetric with constant values close to 

 V F ω ≈ P V F m f ≈ 0 . 6 on the top of the bed ( 30 ◦ < ω < 150 ◦) and

hese values are reduced up to values close to P V F ω ≈ 0 . 2 on the
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Fig. 7. Heat transfer coefficient ( HT C), Particle volume fraction ( PV F ) and Particle velocity ( | � u p | ) at different angular positions for the cylindrical surface. 

11 
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Fig. 8. Normalized Power Spectral Density ( PSD ) of the Heat transfer coefficient ( HT C), Particle volume fraction ( PV F ) and Particle velocity ( | � u p | ) at different angular positions 

for the spherical surface. 
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ottom ( 210 ◦ < ω < 330 ◦). The particle velocity is also symmetric

ith values close to zero at the top ( 45 ◦ < ω < 135 ◦) and maxi-

um values close to 0.1 m/s at the sides of the surface ( ω = 0 ◦

nd 180 ◦). These high velocity regions are related to the bub- 

les passing around the tube surface and the particles displaced 

etween bubbles. For the cylindrical geometry, however, the be- 

aviour is different. The maximum heat transfer coefficients are 

ocated at the south corners of the surface ( ω = 225 ◦ and 315 ◦),

n exactly the position where the bubbles detach from the surface. 

his continuous motion of bubbles at this position is the respon- 

ible of the high heat transfer coefficient. The maximum particle 

elocities are also observed at the sides of the surface, close to the 

ositions of the maximum HT C ω . These maximum velocities are 

lose to 0.2 m/s, which is approximately double that in the spher- 

cal surface. 

 V F ω = 

1 

t 

∫ t 

θp d t (28) 

0 

12 
In both the circular and the square geometries, the results for 

he local HT C obtained at the top surface is slightly different to 

he results obtained by previous studies analysing the same 2-D 

odel but using T F M. In [22] , the authors reported that, due to

he formation and the heterogeneous flow of the bubbles around 

he tube, the distributions of the P V F and local heat transfer var- 

ed with time. Hence, at the top of the spherical surface, in three 

nalysed simulation times (5, 6 and 7 s), they reported a maxi- 

um constant P V F value of 0.6. However, the HT C showed low 

alues, apart from at 6 s, where the maximum HT C value was ob- 

ained. With regard to the cylindrical surface, the P V F also reached 

aximum constant values of 0.6 at the top, but only low HT C val- 

es were reached at 7 s, increasing at 5 and 6 s. In the study

erformed by [34] , the authors concluded that the maximum HT C

nd P V F occurred at the top of both the spherical and the cylin-

rical surfaces. With regard to the results obtained using CP F D −
arracuda , this tendency at the top of the geometries is not ob- 
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Table 5 

Time average values and standard deviation of the HT C, PV F and particle velocity for the spherical 

and cylindrical surface at different angular positions. 

Spherical surface 

ω

0 ◦ 45 ◦ 90 ◦ 135 ◦ 180 ◦ 225 ◦ 270 ◦ 315 ◦

HT C ω 
[
W / ( m 

2 K ) 
]

146.7 116.7 35.7 144.2 200.6 228.1 167.1 146.3 

σHTC ω 

[
W / ( m 

2 K ) 
]

60.6 34.8 16.1 41.5 73.5 98.3 82.0 55.2 

PV F ω [ −] 0.403 0.594 0.596 0.592 0.405 0.205 0.142 0.176 

σPV F ω 
[ −] 0.209 0.018 0.001 0.027 0.208 0.238 0.188 0.233 

ū p [ m/s ] 0.084 0.004 0.002 0.008 0.097 0.037 0.054 0.036 

σu p [ m/s ] 0.090 0.010 0.005 0.016 0.103 0.066 0.088 0.063 

Cylindrical surface 

ω

0 ◦ 45 ◦ 90 ◦ 135 ◦ 180 ◦ 225 ◦ 270 ◦ 315 ◦

HT C ω 
[
W / ( m 

2 K ) 
]

132.8 - 23.7 - 191.0 - 115.4 - 

σHTC ω 

[
W / ( m 

2 K ) 
]

76.9 - 12.9 - 106.0 - 81.8 - 

PV F ω [ −] 0.327 - 0.597 - 0.336 - 0.031 - 

σPV F ω 
[ −] 0.226 - 0.001 - 0.224 - 0.095 - 

ū p [ m/s ] 0.169 - 0.001 - 0.184 - 0.036 - 

σu p [ m/s ] 0.196 - 0.001 - 0.206 - 0.117 - 

Fig. 9. Normalized Power Spectral Density ( PSD ) of the Heat transfer coefficient 

( HT C), Particle volume fraction ( PV F ) and Particle velocity ( | � u p | ) at different angular 

positions for the cylindrical surface. 

t  
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d

d  

Fig. 10. Time average heat transfer coefficient, particle volume fraction and particle 

velocity at specified locations of the spherical and cylindrical probe surface 
ained. In fact, during the simulation time, both P V F and HT C are

pproximately constant, reaching high and low values, respectively. 

Fig. 11 shows the HT C versus P V F and u p for both geometries at

ifferent angular positions. The data are the moving mean values 

uring one second for the period 5 s < t < 60 s . Different regions of
13 



J.I. Córcoles, A. Acosta-Iborra and J.A. Almendros-Ibáñez International Journal of Heat and Mass Transfer 178 (2021) 121621 

Fig. 11. Moving mean values during 1 second of HT C versus PV F and particle ve- 

locity for the spherical and the cylindrical surfaces at different angular positions. 
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oints can be clearly distinguished, depending on the angular po- 

ition. In general, data for ω = 0 ◦ have higher values of P V F and

 p than ω = 270 ◦. The differences in u p are higher in the cylindri-

al geometry than in the spherical one, due to the sharp edges of 

he geometry. These figures show that the side of the heat transfer 

urface is mainly surrounded by particles of the dense phase with 

igh values of P V F , whereas the bottom is mainly in contact with

as bubbles without particles, which results in low P V F values. On 

he top of the heat transfer surface, there are compact particles at 

est. 

. Conclusions 

Some discrepancies were obtained when comparing the simu- 

ation results with experimental data and simulations using T F M, 

egarding the value of the time average heat transfer coefficient. 

his might be related to the simplification of the geometry, i.e. ap- 

roximation of both geometries to a 2-D model. Thus, a fully 3-D 

odel might be more appropriate to obtain heat transfer coeffi- 

ients resembling the experimental ones. In this regard, the CPFD- 

arracuda simulations underpredicted the experimental heat trans- 

er coefficient, reporting differences ranging from 25 % and 38 % for 

he cylindrical and the spherical surfaces, respectively. However, 

hese differences were lower than those obtained by the two-fluid 

odel approach with a 2-D model, which overpredicted the ex- 

erimental heat transfer coefficient, with differences ranging from 

10 % and 135 % for the spherical and the cylindrical shapes, respec- 

ively. 

When comparing both geometries, it can be noted that the in- 

uence of the cylindrical shape on particle volume fraction dis- 

ribution is slightly higher than the spherical surface, due to the 

brupt shape of the surface, although no significant differences 

ere found. Moreover, the bubble detachment is slightly faster on 

he spherical surface than in the cylindrical one. Regarding the 
14 
pherical surface, it is worth noting the difference between the 

ighest heat transfer coefficient value (at ω = 0 ◦) and the low- 

st one (at ω = 90 ◦), due to a transition at ω = 45 ◦ in which the

ower spectral density of the particle volume fraction is changing. 

The simulations performed in the present work show the in- 

uence of the hydrodynamics on the heat transfer phenomena, 

here the bubble formation affects the local heat transfer coeffi- 

ient, which is highly dependent on its location at the tube sur- 

ace. The numerical results indicate that CPFD-Barracuda is able to 

roperly simulate the heat transfer and the dynamics of the bed 

n defluidized regions, such as on the top of an immersed surface, 

here the two-fluid model fails and overpredicts the heat transfer 

ate. The above results show that CPFD-Barracuda is, in general, 

ble to predict the behaviour of bubbling beds with reasonable ac- 

uracy and with a relatively low computational cost. 

The simulations carried out with CPFD-Barracuda were useful 

o highlight details of the hydrodynamics and heat transfer process 

ith immersed surfaces, to better explain the fluidization process 

henomena, especially in local regions of the computational do- 

ain, which is one of the main limitations of experimental stud- 

es. The CPFD-Barracuda simulations were also able to predict par- 

icle and gas behaviour at the top of the surfaces, in which the 

 F M does not accurately reproduce the fluidization mechanism 

nd tends to overpredict the local heat transfer in that region, in- 

reasing the global heat transfer coefficient. These results show 

hat the time average heat transfer coefficient at the top surface 

s 65 % and 77 % lower than the heat transfer coefficient over the 

hole heat transfer surface, for the spherical and the cylindrical 

urfaces, respectively. 

. Notation 

 p Projected area of the particle [ m 

2 ] 

 s Immersed surface area [ m 

2 ] 

 

Gas-particle drag coefficient 

F L Courant-Friedrichs-Lewy 

F D Computational fluid dynamics 

p f Fluid specific heat [ J/ (kg K) ] 

p p Specific heat of the particle [ J/ (kg K) ] 

PF D Computational particle fluid dynamic 

EM Discrete element models 

PS Discrete particle simulation 

 c Cylindrical probe diameter [mm] 

 p Drag function 

 s Spherical probe diameter [mm] 

 p Particle diameter [mm] 

 

Particle-particle restitution coefficient 

 

Wall to particle restitution coefficient 

Momentum exchange rate per volume between gas and particles 

[ N/m 

3 ] 

 

Drag force exerted on the particles [N] 

Particle probability distribution function 

p Function of the particle volume fraction at the wall 

Gravity acceleration [ m/s 2 ] 

Height [mm] 

 bed Initial bed height [mm] 

 f Average convective heat transfer coefficient of the gas in the bubble 

phase [ W/ (m 

2 K) ] 

 f Heat transfer coefficient of the gas[ W/ (m 

2 K) ] 

 f e Fluid enthalpy [J/kg] 

 f p Fluid-to-particle heat transfer coefficient [ W/ (m 

2 K) ] 

 probe Immersed probe height [mm] 

 p Instantaneous convective heat transfer coefficient of the particles 

[ W/ (m 

2 K) ] 

 p Average convective heat transfer coefficient of the particles 

[ W/ (m 

2 K) ] 

 pe Particle enthalpy [J/kg] 

T C Heat transfer coefficient [ W/ (m 

2 K) ] 

T C m Average heat transfer coefficient over the heat transfer surface 

[ W/ (m 

2 K) ] 

T C m Time average heat transfer coefficient over the heat transfer surface 

[ W/ (m 

2 K) ] 



J.I. Córcoles, A. Acosta-Iborra and J.A. Almendros-Ibáñez International Journal of Heat and Mass Transfer 178 (2021) 121621 

H

h

h

k 

k 

L 

L c
M

m

N

p

PC

P

P o
P s
PV

PV

q

˙ q

Q̇

R

R

Sh

T 

T 

T 

T 

t p

T s
T p
T w
u

u

u

u

V 

W

5

δw

θ

β

θc

ε

μ

ρ

ρ

	

θ

τ

τ

ω

�

D

c

i

C

t

i

a

n

c

r

i

A

(

L  

r

v

l

a

(

t

S

f

2

R

 

 

 

 

 

 

 

 

 

T C ω Time average heat transfer coefficient at angular position 

ω[ W/ (m 

2 K) ] 

 w Local fluid-to-wall heat transfer coefficient [ W/ (m 

2 K) ] 

 w Average fluid-to-wall heat transfer coefficient [ W/ (m 

2 K) ] 

f Fluid thermal conductivity [ W/ (m K) ] 

p Particle thermal conductivity [ W/ (m K) ] 

Cell length [ m ] 

 

Cylindrical probe length side [mm] 

P − PIC Multiphase particle-in-cell 

 p Particle mass [kg] 

u f Nusselt number for heat transfer in the fluid to the particle 

Fluid pressure [Pa] 

M Phase change material 

SD Power spectral density 

ut Pressure outlet [Pa] 

 

Pressure constant 

 F ω Average in time particle volume fraction at angular position ω

 F m f Particle volume fraction at minimum fluidization 

 Fluid heat flux [ W/m 

2 ] 

 D Enthalpy diffusion term associated with chemical reactions [ W/m 

3 ] 
 

 Energy source per volume [ W/m 

3 ] 

 g Gas constant [ J/ ( kg K) ] 

e Reynolds number 

 Conservative energy exchange from the particle phase to the fluid 

phase [ W/m 

3 ] 

Absolute temperature [K] 

ES Thermal energy storage 

f Fluid temperature [K] 

F M Two-fluid models 

 

Residence time of the particles in contact with the heating surface 

[s] 

 

Wall immersed surface temperature [K] 

 

Particle temperature [K] 

b Wall bed temperature [K] 

 f Gas velocity [m/s] 

 m f Minimum fluidization velocity [m/s] 

 p Particle velocity [m/s] 

 p,z Particles z-velocity [m/s] 

p Particle volume [ m 

3 ] 

 Width [mm] 

.1. Greek symbols 

 

Fraction of bubbles at the wall of the heat surface 

p Particle volume fraction ( PV F ) 

Constant 

p Particle volume fraction at close packing 

Constant 

f Dynamic viscosity of the fluid [ kg/ (m s ) ] 

f Fluid density [ kg/m 

3 ] 

p Particle density [ kg/m 

3 ] 

p Sphericity 

f Fluid volume fraction 

f Fluid stress tensor [Pa] 

p Particle normal stress [Pa] 

Angular position [degrees] 

Viscous dissipation [ W/m 

3 ] 
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